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Decision/action requested

The group is asked to discuss and approve the contribution.
2
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[1] 3GPP draft TS 28.525 “Telecommunication management; Life Cycle Management (LCM) for mobile networks that include virtualized network functions; Requirements”
[2] 3GPP TS 32.612 Bulk CM IRP IS
3
Rationale

To deploy a subnetwork of NEs that do not include virtualized network functions, the Bulk CM IRP [2] is commonly used. 
The UC proposed supports deployment of large number of Managed Object Instances (MOIs) representing NEs whose software components are designed to run on NFVI, by using the Bulk CM IRP. 
4
Detailed proposal

	1st modified section


2
References

…

[x]

3GPP TS 32.612: “Telecommunication management; Configuration Management (CM); Bulk CM Integration Reference Point (IRP): Information Service (IS)” 
	2nd modified section


5
Business Level Requirements

5.1
Requirements

…

REQ-NFV_CM-CON-y
3GPP management system shall have a capability to manage bulk creation of MOIs representing NEs whose software components are designed to run on NFVI. 
	3rd modified section


6.4.3.1
Bulk MOIs creation
	Use case stage
	Evolution/Specification
	<<Uses>>
Related use

	Goal 
	To deploy large number of network elements whose software components are designed to run on NFVI. 
(The term NE used in this UC refers to network elements whose software components are designed to run on NFVI.)

	

	Actors and Roles
	NM

	

	Telecom resources
	EM, NFVO, network planned data.
	

	Assumptions
	Operator has the network planned data for NEs and is ready for their deployment. The planned data contains information about the to-be-deployed NEs.
During the VNF instantiation process, the VNF: 
a) is given the managing EM IP address, or; 
b) is given the managing EM name and sufficient information to access a directory server that can resolve the EM name to IP address – such that VNF can request the directory server to resolve the EM name to EM IP address, or;
c) uses MvPnP (see requirements in clause 5.2 of [x]) to establish connection to its managing EM.

	

	Pre-conditions
	For each wanted NE, operator knows the number and the types of VNFs needed. 
EM would keep records of all incoming messages that bear VNF ID and the VNF address (see Step 6). 

	

	Begins when 
	Operator decides to deploy the NEs of specified types.

Operator constructs a “Bulk Configuration Data File” (File) [see clause 10 of [x]] that captures 

· the number of NEs (and types) wanted where one or more MOI(s) are representing software components designed to run on NFVI.

	

	Step 1 (M)
	Operator instructs NM to deploy the planned NEs using information of the File.


	

	Step 2 (M)
	NM, based on information in the File and the knowledge described in Pre-conditions, requests NFVO to instantiate all VNF(s) required for the deployment of all NEs wanted [Note 1.]
NFVO, using VNFM/VIM, instantiates the VNFs requested for instantiation and responds to NM with the VNF IDs of the successfully instantiated VNFs [Note 1].

	

	Step 3 (M)
	NM updates the File by capturing:

· the received VNF ID(s) in MOI’s vnfIdList [Note 2] attribute. 
 
	

	Step 4 (M)
	NM transfers the File (see procedure in [x]) to EM to deploy the planned network in accordance to the File information.

	

	Step 5 (M)
	EM creates sets of MOIs (where one set corresponds to one NE) in its Management Information Base (MIB) in accordance to the File information.
The MOIs’ vnfIdList attributes has the corresponding VNF IDs as values.
The NE attribute operation state is set to Disabled.


	

	Step 6 (M)
	When a VNF is instantiated, it knows its managing EM address (because of assumption a, b or c). VNF sends a message that bear its VNF ID and its VNF address, to its managing EM.

	

	Step 7 (M)
	EM examines its records (see Pre-condition) or on reception of message from VNF that bears the VNF ID and the VNF address, will try to identify if the MOI(s) whose vnfIdList has an vnfId that is same as the VNF ID received. When found, the EM considers that the VNF is running on NFVI. 
When all VNF instance(s) of a NE are running on NFVI, the operation state of the NE is changed to Enabled.

EM notifies NM of the NE whose operation state is Enabled.

	

	Ends when
	The above steps have successfully completed.

	

	Exceptions
	--
	

	Post-conditions
	The network resource model instance tree, maintained by EM, corresponding to the information of the File is created and the state of all NE(s) are Enabled.

	

	Traceability
	REQ-NFV_CM-CON-y

	

	
	Note 1: NM may issue InstantiateNsRequest (clause 7.3.3. [8]) to NFVO or issue UpdateNsRequest to NFVO with input parameter updateType==instantiateVnf (clause 7.3.5 of [8]), based on his knowledge of NS instances in existence.
Note 2: It is assumed that MOIs would have an attribute called vnfListId whose elements are identifier of VNF instance involved. 
	


	End of modified sections


